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ABSTRACT
The rise of IoT devices brings a lot of security risks. To mitigate
them, researchers have introduced various promising network-
based anomaly detection algorithms, which oftentimes leverage
machine learning. Unfortunately, though, their deployment and
further improvement by network operators and the research com-
munity are hampered. We believe this is due to three key reasons.
First, known ML-based anomaly detection algorithms are evaluated
–in the best case– on a couple of publicly available datasets, making
it hard to compare across algorithms. Second, each ML-based IoT
anomaly-detection algorithm makes assumptions about attacker
practices/classification granularity, which reduce their applicability.
Finally, the implementation of those algorithms is often monolithic,
prohibiting code reuse. To ease deployment and promote research in
this area, we present Lumen. Lumen is a modular framework paired
with a benchmarking suite that allows users to efficiently develop,
evaluate, and compare IoT ML-based anomaly detection algorithms.
We demonstrate the utility of Lumen by implementing state-of-the-
art anomaly detection algorithms and faithfully evaluating them
on various datasets. Among other interesting insights that could
inform real-world deployments and future research, using Lumen,
we were able to identify what algorithms are most suitable to detect
particular types of attacks. Lumen can also be used to construct
new algorithms with better performance by combining the building
blocks of competing efforts and improving the training setup.

CCS CONCEPTS
•Computingmethodologies→Machine learning;Machine learn-
ing; • Networks→ Network security; Network security; • Se-
curity and privacy→ Intrusion detection systems.
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1 INTRODUCTION
IoT devices are everywhere, with an estimated 75 billion devices
deployed by 2025 [2]. While IoT devices have huge potential, they
come with attendant security challenges. In fact, IoT devices often
become entry points into critical infrastructures and/or leak sensi-
tive information [16, 23, 36–38]. Traditional security approaches
(e.g., antivirus, software patches) are often not suitable for IoT
devices due to vendor security, management practices [3, 8] and
constrained hardware.

Network-layer anomaly detection [11, 13, 18, 27, 40, 41] tailored
for IoT devices offers a pragmatic alternative for IoT security. This
is based on two key insights. First, network gateways (e.g., IoT
hubs) act as a natural “chokepoint” for inspecting traffic to/from
IoT devices. Second, by nature, IoT devices exhibit fairly constrained
normal behavior, unlike general-purpose user computers, and this
normal behavior can potentially be captured using machine learn-
ing (ML) models. Indeed, we have seen a plethora of ML-based
network-layer IDS (NIDS) for IoT devices [11, 13, 15, 18, 20, 24, 26–
28, 30, 40].1

We qualitatively and quantitatively analyze a wide spectrum of
prior work in this space and identify three key shortcomings:

• Limited evaluation:ML-based IoT IDS are typically evaluated
only on a couple of datasets, and thus there is no guaran-
tee that they will generalize. While limited evaluation is a
well-known problem for any ML-based system, it is further
amplified in IoT due to the lack of public datasets. In fact,
we find that most of the datasets used in published works
are private and created by the authors of the corresponding
work.

• Implicit deployment assumptions: EachML-based IoT anomaly-
detection algorithm makes unique assumptions about the
attacker’s practices; thus, there is little common ground for
comparison. For example, some IDS are tailored to only de-
tect certain types of attacks or assume that the attacker’s
traffic has a common source IP prefix [15].

• Inextensible: Most IDS are designed in a monolithic man-
ner; thus, there is little chance for code reuse and further
optimizations. Worse yet, there are few open-source deploy-
ments that one can build upon or reproduce results.

Taken together, these shortcomings impact both the state of
academic research and that of practice. For instance, practitioners
cannot quickly test existing algorithms in practice or have well-
defined playbooks to deploy these ML approaches in new settings.
At the same time, researchers cannot rapidly prototype new ap-
proaches or faithfully compare those with prior work.

1For the rest of the paper, we use the term IDS and NIDS interchangeably, noting that
our scope is restricted to network-layer IDS.
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These factors motivate us to develop a common development
framework and a benchmarking suite. The common development
framework will facilitate rapid prototyping, code reuse, and allow
easy comparison between algorithms. The benchmarking suite will
facilitate fair and comprehensive comparison among algorithms
under common assumptions that will be easier to interpret. The
combination of the two will give the research community clarity
on the precision of the various algorithms, their shortcomings, and
the most promising research directions going forward.

Although intuitive, designing a development framework is not
trivial due to the heterogeneity of algorithms and datasets. As
an intuition, today’s algorithms are too complex to be expressed
using existing general-purpose development frameworks such as
netML [39]. Moreover, publicly available datasets contain various
attacks, are collected in heterogeneous networks, and are labeled
at varying granularities. In effect, selecting a relevant and compat-
ible dataset to test an algorithm requires understanding both the
algorithm’s working and the dataset collection process.

To solve this problem, we rely on two key insights. First, al-
though most algorithms have separate workflows, we identify a
common abstraction and use this to create a modular development
framework. This modularity facilitates efficient deployment and
testing. Concretely, we optimize multiple algorithms at the same
time by optimizing each module (used by multiple algorithms) in-
dependently. Moreover, we construct the evaluation pipeline such
that intermediate results are shared across algorithms. Second, we
observe that an ML-based anomaly detection algorithm can only be
faithfully tested against a dataset that is of the same classification
granularity (or can be transformed into that granularity).

We demonstrate the usability of our framework by implement-
ing 16 state-of-the-art algorithms. Using this implementation and
our benchmarking suite, we compare the algorithms and report
multiple actionable insights. Finally, we demonstrate the power of
our modular framework by using it to automatically synthesize
new algorithms by combining modules from existing work. Our
automatically generated algorithm can achieve higher precision
than any of the previously proposed works.

In summary, our paper makes the following contributions:

(1) A detailed literature search on ML-based IoT anomaly de-
tection systems and identification of the factors that hinder
systematic comparison across them.

(2) The design and implementation of Lumen: a modular frame-
work to develop ML-based IoT anomaly detection algorithms
and a benchmarking suite to evaluate them. The combina-
tion of the two facilitate (i) fast implementation of ML-based
IoT anomaly algorithms; (ii) faithful evaluation on multiple
datasets; (iii) comparison across algorithms; and (iv) guid-
ance for future algorithm design.

(3) An implementation and head-to-head comparison of 16 al-
gorithms on 15 datasets using Lumen.

(4) The design of two newLumen-guided heuristics which demon-
strates better precision compared to existing algorithms. The
heuristics combine modules from existing algorithms and
leverage an optimized training setup.

2 PRIORWORK & LIMITATIONS
IoT ML-based anomaly detection has been a very active research
area in recent years. There exist multiple algorithms that aim to
identify anomalous IoT behavior using machine learning [11, 15, 18,
20, 24, 26, 27, 30]. In this section, we first describe a taxonomy of
ML-based anomaly detection algorithms. Next, we put ourselves in
the shoes of an operator and identify three shortcomings that hinder
the deployment and further improvement of existing algorithms.
2.1 Taxonomy of prior work
The goal of an IoT anomaly detection algorithm is to distinguish
between malicious and benign IoT traffic. To this end, a typical ML-
based anomaly detection algorithm defines a feature-engineering
pipeline and an ML training and testing pipeline. The feature-
engineering pipeline consists of operations to convert network
traffic to a feature vector. Popular methods for feature engineer-
ing include applying statistical aggregates (e.g. mean packet inter-
arrival time, median packet length), and grouping packets (e.g.
based on source IP or destination IP). Each feature vector is clas-
sified as benign or malicious (label). The training pipeline takes
as input the set of feature vectors along with their corresponding
ground-truth labels (in the case of supervised classification) and
learns a model that can predict if a given feature vector corresponds
to benign or malicious traffic. The ML model can be as simple as
passing feature vectors over to a Decision Tree or more complicated
e.g. autoencoders or deep neural networks.

Despite their common high-level goal and approach, we find that
IoT ML-based anomaly detection algorithms can greatly differ in
their (i) scope (e.g. deployment type, targeted attacks); (ii) solution
specifics (e.g. features, ML model, classification granularity); and
(iii) evaluation methodology (e.g. datasets, testing pipeline).

While one could study these algorithms considering any of those
differentiators, we review them grouped by their classification gran-
ularity. As we explain in §2.2, the different classification granularity
hinders faithful comparison across algorithms and is critical to our
work. We distinguish three common granularities (i) packet; (ii)
unidirectional flow and (iii) connection.

Packet-level algorithms independently classify each packet as
malicious or benign. This is the finest granularity possible. While
more flexible such algorithms can be less scalable (as they might
need per-packet inference or rules). Representative examples of
this category include nPrint [20], which proposes a new unified
packet representation or feature that can be used for any ML task.
It builds a feature vector using packet fields from various lay-
ers. SmartHome [11] converts each packet to a packet description
markup language (PDML). Kitsune [27] is a classical anomaly de-
tection algorithm that generates packet-level features by grouping
packets based on criteria such as source IP address, channel, socket,
and computing 1D and 2D statistical features. ML_DDoS [18] in-
troduces an ML model built using IoT network variables such as
bandwidth, packet interval, protocols, packet size, and destination
address for DoS attack detection.

Unidirectional-flow-level algorithms classify each unidirectional
flow as anomalous or benign. A unidirectional flow is a set of pack-
ets with common tuple of srcIP, dstIP, srcPort, dstPort, and proto-
col [24, 30]. While this classification granularity is less flexible, it is
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Algorithm ML Model Granularity Datasets Reported Performance
ML for DDoS [18] Ensemble of RF, SVM, DT and KNN Packet Custom Precision: 99.9%

Efficient One-Class SVM [40] OCSVM and GMM Packet CTU IoT, UNB IDS, MAWI AUC: 62 - 99%
Kitsune [27] Stacked Auto-Encoders Packet Custom Camera Traffic Precision: 99%
Nprint [20] AutoML Packet CICIDS2017, netML Balanced Precision: 86-99%

Smart Detect [24] Random Forest Unidirectional Flow CICIDS2017, CIC-DoS Precision: 80 - 96.1%
Network Centric Anomaly Detection [15] Auto Encoder Flow: srcIP, dstIP Custom 2 Precision: 99%

Industrial IoT [41] Random Forest Connection Custom Sensitivity: 97%
Smart Home IDS [11] Random Forest Packet Custom Precision: 97%

Ensemble [30] NB,DT, RF and DNN Unidirectional Flow UNSW NB-15, NIMS Precision: 98.29-99.54%
Bayesian Traffic Classification [28] Bayes Classifier Connection Custom Precision: 96.29%

Zeek Logs [13] RF Connection CTU Precision: 97%
Table 1: List of network-layer ML-based anomaly detection algorithms for IoT devices. The heterogeneity in the algorithms’
design (e.g. classification granularity) and evaluation (e.g. used datasets)make directly comparing the reported precision values
meaningless.

intuitive and practical as it assumes access to a single direction of
traffic. SD-IoT [24] proposes to build a DDoS detection algorithm
using features from IP and TCP layer fields. Ensemble[30] proposes
to build features from the MQTT, DNS, and HTTP protocols.

Connection-level algorithms classify and build features at the
connection level (i.e., bidirectional flow). This is the coarsest gran-
ularity for which we find algorithms. For instance, OCSVM [40]
proposes creating a feature for each flow based on the first hundred
packets’ inter-arrival times and lengths. IIoT [41] creates an IDS
system customized to SCADA systems by building features based
on packet time, length, raw bytes, bandwidth, packet loss, and jit-
ter. BayesianIDS [28] proposes building features from 248 per-flow
discriminators combined with a naive Bayes classifier.

Classification algorithms naturally work with a coarser granu-
larity than their original but not with a finer one. For example, a
packet-level algorithm classifies at a packet granularity and thus
can be trained with a flow-granularity dataset as we can propagate
the flow label to all packets of each flow. Yet, a connection-level
algorithm cannot be trained with a packet-granularity dataset be-
cause there will be connections that contain packets with both
labels; thus, one would need to change the ground-truth data.

2.2 Limitations of prior work
In this subsection, we explain the inefficiencies of previous ML-
based IoT anomaly detection algorithms that hinder deployment,
comparisons, and future advances. To illustrate our point, we put
ourselves in the shoes of a network operator who wants to deploy
such an algorithm.

Example Scenario Consider an operator who wants to implement
an anomaly detection algorithm in their small business to detect
brute force and DoS attacks on IoT devices. To this end, the operator
turns to research work in the field, with the aim of finding the
most suitable algorithm for their needs. Assume that the operator
performs a literature search resulting in a comparative table similar

2uses publically available benign traces and private attack traces

to Table 1. Next, we explain the challenges the operator would face
to identify and build upon the most accurate algorithm.

Literature search is inconclusive, meaning that an operator re-
viewing previous works has no guarantee that a given algorithm
will be accurate in practice in their deployment or at least more ac-
curate than others. As we see in Table 1, each algorithm is evaluated
on a few datasets; thus, there is no guarantee that it generalizes
to different conditions (on different datasets). Worse yet, many of
those datasets are private and/or introduced by the same paper
which introduces the algorithm. Moreover, there is very little reuse
of datasets in papers. As an illustration, Fig. 1a shows the number
of direct comparisons that are possible for each given algorithm. A
comparison is possible when two algorithms have been evaluated
in at least one common dataset. Notably, for half of the algorithms
that we reviewed, there is no possible comparison.

Implicit assumptions in the algorithm design hinder their
faithful comparison. As literature search alone does not allow
comparisons, an operator could try to implement and compare dif-
ferent algorithms internally. At first sight, such a methodology is
straightforward and will allow the operator to compare various
algorithms on the same dataset. In practice, however, evaluating
various algorithms is extremely challenging and time-consuming.
First, most of the works do not have publicly available codes. To ad-
dress this, the operator could focus only on evaluating open-source
algorithms, despite the risk of dismissing superior algorithms. Un-
fortunately, that does not make the evaluation easier, as many
authors have not publicly released their datasets. To address this,
the operator could use publicly available datasets. Unfortunately,
doing so is not straightforward because each algorithm is designed
assuming that training and testing are done at a particular gran-
ularity, as we explain in §2. For instance, if the labels of a dataset
are per packet, but the algorithm classifies traffic at the connection
granularity, then training is not possible. Indeed, one would need
to either modify the labels of all packets corresponding to a single
connection to match or remove all connections whose packets do
not hold the same label over time (either benign or malicious). In



CoNEXT ’22, December 6–9, 2022, Roma, Italy Rahul Anand Sharma et al.

(a) Comparing algorithms using the
literature-reported precision is not feasi-
ble because they are not evaluated on the
same datasets.

(b) The precision of the tested algorithms
varies widely across datasets, showing
their lack of generality, even when trained
and tested on data from the same dataset.

(c) The variance in precision of the tested
anomaly detection algorithms further de-
grades (compared to Fig.1b) when they are
tested and trained on different datasets.

Figure 1: An operator cannot faithfully compare (even open-sourced) IDS algorithms due to their limited evaluation, implicit
assumptions, and/or monolothic system designs.

either case, one would be forced to evaluate an algorithm on a
modified dataset, effectively influencing the results.

Monolithic designprevents reusing, improving, and/or learn-
ing from existing algorithms. Even after the operator has found
an implementation of some algorithms and a couple of datasets to
evaluate them, comparing them can be a rather confusing task. As
an illustration, Figures 1b,1c show the precision of various algo-
rithms when evaluated under a pair of training and testing datasets
from the same and different sources, respectively. Unfortunately,
even after all this work, the operator cannot decide which algo-
rithm is more suitable. First, each algorithm displays a wide range
of precision values. Second, some algorithms (e.g. A00) are good
when trained and tested on the same dataset (Fig. 1b), but their
performance significantly degrades if they are trained and tested on
different datasets (Fig. 1c). Finally, the operator might not be able
to evaluate how relevant each dataset is to their own deployment.

Overcoming these limitations requires the operator to debug
some of the cases or understand the workings of each algorithm
and extract their key insights. The operator’s burden could be
reduced if the algorithms were implemented and evaluated more
systematically such that the operator would be able to reason about
their differences, root causes for performance degradation, and
improvements.

3 FRAMEWORK: LUMEN OVERVIEW
As we explain in § 2.2 various inefficiencies impact both the state
of academic research and that of practice. For example, an operator
or researcher cannot answer seemingly straightforward questions
such as:Which is the most accurate IoT ML-based IDS? Does it gen-
eralize to other deployments? How does my new algorithm compare
to the state-of-the-art? In this section, we first define the output of
Lumen (§3.1), before we elaborate on its workings.

3.1 Overview
As illustrated in Figure 2, Lumen consists of a development frame-
work and a benchmarking suite. Lumen works in three logical steps,
which can run one after the other or independently.

The first step facilitates rapid prototyping and is useful if the user
wants to invent a new algorithm or extend the framework. Lumen
takes as input the programmer’s specification of a new anomaly
detection algorithm as a sequence of operations among those that
Lumen has defined and optimized. As a result, the use of Lumen can
speed up the implementation of a new algorithm while reducing
the burden of debugging, testing, and optimizing the individual
components.

The second step facilitates fair comparison amongst algorithms.
Leveraging its benchmarking suite and its pre-compiled algorithms,
Lumen compares across a considerable subset of the related liter-
ature and under a variety of conditions. The user can scope the
comparison on a subset of algorithms or datasets.

In the last step, Lumen stores all results in a query-friendly
format and generates illustrations, effectively facilitating multiple
tasks. First, Lumen illustrations can help an operator easily identify
the most suitable algorithm to deploy considering their needs, net-
work deployment, or attacks of interest. Second, Lumen output can
help a researcher or developer to identify interesting patterns that
could lead to better algorithms or just compare their algorithms
with state-of-the-art alternatives with minimum overhead.

While there has been some work with similar goals [1, 12, 20,
33, 39], they are not addressing the inefficiencies we described in
§ 2.2. First, such works such as “netml” [39] are not expressive
enough to develop complex feature-building pipelines that exist in
the literature, such as Kitsune [27] IDS. Moreover, such works do
not provide an evaluation framework or benchmarking suite and
thus cannot be used to compare across algorithms. Finally, while
some competitions on applying ML to networking data [5] have
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been organized, they include very few datasets and do not provide
direct access to packet captures.

Figure 2: Lumen enables comprehensive comparison across
a variety of algorithms and datasets. Lumen modular de-
sign allows (but does not require) a user to describe a new
anomaly-detection algorithm and compare it with the state-
of-the-art with minimum overhead.

3.2 Lumen development framework
We design Lumen to be a development framework that supports the
features used by all previously-proposed algorithms and speeds up
the prototyping of new algorithms. To achieve this we (i) identify
the most commonly used operations; (ii) optimize these operations;
and (iii) facilitate arbitrary connections across them. Doing so
allows code reuse, reduces potential bugs, and improves overall
performance.

Identifying commonly used operationsWe did a thorough lit-
erature search and meta-analysis of various published algorithms
and publicly available codes. We observe that previously proposed
algorithms vary widely in terms of (i) their classification granular-
ity (e.g. packet-level or connection-level); (ii) the packet fields that
they use (e.g. TCP sequence number, or destination IP address); (iii)
how they build useful features (e.g. mean packet interarrival time,
median packet size); and (iv) how they are fed to an ML model for
classification(e.g. Random Forest, Autoencoder followed by a deep
neural network).

Despite the variety, we recognized an emerging pattern that
led us to identify a set of operations that are repeatedly used in
various algorithms. These include around 30 unique operations such
as extracting fields, time slicing, grouping, computing aggregates,
feature normalization etc.

Our operations are configurable; thus, each operation can, in
practice, support multiple functions. Having configurable imple-
mentation of these operations allows us to have fewer efficient im-
plementations, effectively reducing debugging and testing efforts.
Moreover, fewer implementations allow us to do further optimiza-
tions. Upon implementation, we realize that most of our operations
are amenable to a map-reduce type of framework. To make our
framework scalable, we have optimized many of these operations
to use parallel and distributed python frameworks.

We used these modules to implement 16 algorithms as we de-
scribe in §5. As an illustration, Figure 3 shows the logical pipeline
of the Kitsune classification algorithm [27]. To implement this algo-
rithm, we need operations to extract packet fields (size, time), group

data (by srcIp) , apply aggregate functions (bandwidth, number of
dstIP), etc. The extraction of size and time is served by the same
module and requires a single pass over the dataset.

Figure 3: Kitsune classification algorithm that does packet-
level classification. The proposed features are developed by
applying aggregate functions (mean packet size, bandwidth,
mean packet inter-arrival time) to packets, packets grouped
by srcIP, and based on a sliding time window.

Flexible connections across operations While the configurable
already gives us enough flexibility, we need a way to define the
order in which the operations are connected to compose a logical
pipeline.

As an intuition, in our previous example in Fig,3 we not only
need to define the operations but the connections across them: e.g.
output from a groupby operation (based on srcIP) needs to be fed
to a time slicer operation (10 seconds) that needs to be fed into an
aggregator operation to create a feature vector that is ultimately
fed to an ML classifier operation.

To enable arbitrary connections across operations, we introduce
a simple template-based language, which allows the programmer
to create a configuration by only filling in the gaps on a template
pipeline to file. An example of such a file is illustrated in Figure 4.

To achieve this, we extend the Lumen operations to include
their input and output. Thus each operation in the template is a
configurable operation and has an input, output, and algorithm-
specific parameter. The input and output of each operation can
either be packets or packets grouped by a particular attribute.

After the user configures a new algorithm using the template
file, the file is passed to an execution engine. The execution engine
verifies the file’s syntax (e.g. type checks) before executing it. To
further help the user, Lumen identifies the operations that need
further optimizations. To this end, the execution engine generates
plots of memory and time spent in each operation. The execution
engine also does some basic memory optimizations, such as remov-
ing variables/data that are not used in future operations to conserve
memory.

Algorithm configuration example Let’s go through an example
to understand how an algorithm can be written using our develop-
ment framework. Our template file (Figure 4) starts with a “Field
Extract” operation, and we specify what packet fields we want to
extract. The set of extracted packet fields is then grouped based on
source IP by operation “Groupby”. For each group of packets, we
can then compute aggregate functions using the “ApplyAggregates”
operation. We then specify that we want to use a Random Forest
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classifier using our “model” operation, and finally, the training is
performed by the “train” operation.

To validate the generality and usability of our development
framework, we have ported over 16 existing algorithms. Observe
that each of these algorithms has very distinct characteristics. For
instance, they have different classification granularities, different
ways of building features (nprint, zeek, wireshark pdml [6]), etc.
Importantly, our framework is also extensible, meaning that it can
be easily modified to support new modules with minimal changes.

3.3 Lumen evaluation framework
We design Lumen to be a framework that can faithfully run a variety
of algorithms on publicly available datasets, meaning the framework
should honor the design decisions of the designer (benchmarking
suite). Such a framework would facilitate fair comparisons among
algorithms and provide actionable insights.

We are not aware of any publicly available evaluation framework
addressing this requirement. There have been some competitions
on applying ML to networking data [5] but they (i) provide a set
of already extracted packet fields or features, and (ii) does not
provide direct access to packet captures, effectively constraining
the possible algorithms.

Evaluating various algorithms on a variety of publicly available
datasets is challenging due to the mismatch in classification granu-
larities of algorithms and the granularities of the dataset. We cannot
faithfully run a packet classification algorithm on a flow classifi-
cation dataset and vise-versa. Further, interpreting the precision
difference of algorithms is challenging due to multiple possible
choices of metrics (e.g. accuracy vs. precision vs. recall), multiple
datasets, multiple attacks etc..

Lumen addresses these challenges in two ways. First, Lumen
distinguishes datasets according to their classification granularity
and the included attack types. Doing so allows Lumen to only eval-
uate algorithms faithfully and to analyze results considering the
differences across datasets, effectively allowing better interpreta-
tion. Second, Lumen stores all results in a query-friendly format;
and displays the most useful results in a compact manner (using a
heatmap). Doing so Lumen does give not only actionable guidance
to a non-expert but also provides adequate data for further analysis
and refining.

4 IMPLEMENTATION
In this section, we describe Lumen’s implementation details, includ-
ing the collection of datasets.

4.1 Implementation Details

Framework We implement Lumen in Python (3.8) and evaluate it
on a 4-machine cluster, with each machine having 64GB of memory.
We use pypacker [7] to parse pcap files and memory-profiler [4]
to profile the memory consumption of each module. We use vari-
ous machine-learning libraries such as Pandas [25], Tensorflow [9],
Sklearn [31], Ray [29], and Modin [32] for distributed Python pro-
cessing.

Benchmarking suite: We selected 15 datasets from the 16 algo-
rithms we surveyed. Each of these datasets is used at least once in

Figure 4: For prototyping, a Lumen user only needs to fill a
template that describes the corresponding logical pipeline.
Then, Lumen take over the heavy lifting of compiling the
algorithm to actual code, evaluating it on various datasets,
and comparing it with state-of-the-art.

a peer-reviewed network ML-based anomaly detection algorithm.
Our benchmarking suite contains both packet-level classification
datasets: Kitsune, AWID3, and IEEE IoT network intrusion dataset,
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Figure 5: Heatmap illustrating the precision achieved by running the different algorithms on detecting particular attacks. To
calculate the precision score of algorithm Y and an attack X, we use results from running algorithm Y on the subset of datasets
that contain the attack X. Gray squares correspond to cases for which we did not have a dataset that contained the attack and
on which we could faithfully run the algorithm. Certain algorithms (greener squares) are particularly good (higher score) at
a subset of the attacks but are not accurate in others.

and connection-level classification data sets: CICIDS 2017, CICIDS
2019, and the CTU IoT dataset. Next, we explain how we prepro-
cessed the different datasets before using them in Lumen.

• CICIDS 2017 [34]: This dataset includes two forms (i) packet
captures (pcaps) with flow labels; and (ii) a CSV file with
pre-extracted features. We found that the flow labels gen-
erated using CICFlowmeter (v3) tool in the dataset were
incomplete and/or misleading (e.g., no AM/PM information
with 12-hour times). Thus, we combine the pcaps and textual
descriptions to recreate an accurate CSV format. We believe
that our methodology is more accurate and fair to other algo-
rithms. We then use Zeek to split large packet capture into
corresponding flows and label them following the provided
flow labeling schema.

• CICIDS 2019 [35]: We use the labeled ground-truth data to
understand flow labeling schema and use Zeek to split the
packet capture into corresponding flows.

• CTU [19]: We run our Zeek-flow extraction and matched
our Zeek-flows with the labeled Zeek-flows provided in the
dataset based on flow timestamps.

• Kitsune [27]: We have the ground-truth label that specifies
each packet as malicious or benign.

• IEEE IoT [22]: We apply the provided Wireshark filters to
split packets into malicious and benign packets.

• AWID3 [17]: We decrypt provided 802.11 packets using the
provided keys and then apply the provided Wireshark filters
to split packets into malicious and benign.

4.2 Implementation Challenges
We summarize some of the implementation challenges of Lumen
and how we address them.

Large volume of traffic captures The captured traffic dataset
can be huge, containing more than 100 million packets. Training
an ML model in finite time with such a large number of packets
is not trivial. Even open-source frameworks such as “nprint” fail
with large pcap files. For instance, Segfault fails on a pcap file with
500,000 packets on a server-grade machine with 64Gb memory.
Fortunately, we observe that many of the operations are inherently
parallelizable. For example, extracting packet headers could be
parallelized by splitting a pcap into smaller chunks, and building
features could be parallelized by building each feature separately.
To scale up our framework and speed up the pipeline, we integrated
our framework with an open-source distributed parallel Python
framework, “Ray” [29].

Unclear hyperparameters The lack of documentation of some
of the implementation details in many of the algorithms made it
difficult to replicate them. Indeed, the performance of an algorithm
can be heavily influenced by the choice of hyperparameters, such
as the number of leaf nodes in a random forest classifier or the loss
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Figure 6: Lumen facilitates rapid prototyping and advancements. Straightforward heuristics such as merging datasets (rows
A08, A09, A13, A14) and exploring the performance improvement from combining previously-used features andmodels (rows
AM01, AM02, AM03) already improves the precision we measure across different attack types compared with the precision of
existing algorithms evaluated in various datasets, shown in Fig.5. For this experiment, we only plot the connection classifica-
tion algorithms and evaluate only on connection level datasets

function used to train a deep neural network. For those algorithms
in which the hyperparameters were not specified, we use default
parameters.

We have open-sourced our framework at https://github.com/
rahul-anand/Lumen .

5 LUMEN IN PRACTICE
Our framework allows us to investigate the performance of various
proposed algorithms across multiple datasets (§5.3). Concretely,
we investigate the existence of an optimal algorithm for anomaly
detection, the extent to which algorithms generalize across de-
ployments, and the dependence of an algorithm’s performance on
the training dataset. Further, we demonstrate the potential of our
framework in facilitating advancements in the field. Concretely, we
leverage Lumen to improve the training of existing algorithms and
even synthesize a new algorithm by combining pieces of previous
work. We find that these heuristics can increase the precision of
the algorithms by 4-27% (5.4).

5.1 Methodology
In this subsection, we summarize our evaluation dimensions:

• Algorithms (Table 2):We implement 16 algorithms using
Lumen.

• Datasets (Table 3): Many of the datasets e.g. CICIDS in-
clude packet captures from multiple days containing dif-
ferent types of attacks. We treat each day’s trace as a new

dataset. We have ten connection-level classification datasets
and five packet-level classification datasets.

• Training method: We use two methods: (i) same dataset, in
which training and testing data are from the same dataset;
and (ii) cross dataset, in which training and testing data are
from distinct datasets.

• Granularity: We run and compare algorithms faithfully, i.e.,
connection-level classification algorithms are trained/tested
against connection-level datasets and packet-level classifica-
tion algorithms on packet-level datasets.

• Metrics: For each algorithm and training-testing combina-
tion pair, we compute its precision and recall score. The
precision score denotes the number of times an algorithm
classified the connection/packet as anomalous, and it was
indeed anomalous. The recall score denotes the number of
anomalous connection/packets identified correctly out of
the total anomalous connection/packets.

5.2 Validating the correctness of Lumen
For most of the algorithms, we don’t have access to the original
source code, and many are not evaluated on the datasets that Lumen
includes. The performance of an algorithm can vary drastically
depending on the choice of hyperparameters, training/testing splits,
etc. Moreover, no paper reports performance when training and
testing data are from the same dataset. Thus, it is impossible to have
a direct one-to-one comparison between Lumen and the original

https://github.com/rahul-anand/Lumen
https://github.com/rahul-anand/Lumen
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Algorithm Description
A00 [18] ML DDoS
A01 [20] nprint1: All
A02 [20] nprint2: tcp + udp + ipv4
A03 [20] nprint3: tcp + udp + ipv4 + payload
A04 [20] nprint4: tcp +icmp + ipv4
A05 [11] IDS smart_home
A06 [27] Kitsune
A07 [40] OCSVM
A08 [40] Nystrom+ GMM
A09 [40] Nystrom + OCSVM
A10 [24] smartdet
A11 [15] nokia
A12 [21] early detection
A13 [28] Bayesian
A14 [13] Zeek
A15 [41] IIoT
AM* Modified Algorithms

Table 2: Algorithms

Data Description
F0 CICIDS 2017, Tuesday
F1 CICIDS 2017, Wednesday
F2 CICIDS 2017, Thursday
F3 CICIDS 2019, 01-11
F4 CTU, 1-1
F5 CTU, 20-1
F6 CTU, 3-1
F7 CTU, 7-1
F8 CTU, 34-1
F9 CTU, 8-1
P0 IEEE IoT dataset
P1 Kitsune
P2 AWID3

Table 3: Datasets

Table 4: Algorithms and datasets used for evaluation

implementations for all tests. To validate the correctness of Lumen
we follow two steps.

First, we validate that the features that Lumen calculates against
match those that the original implementation or an alternative
one calculates for a subset of our algorithms. For algorithms A01-
A04 [20], we use the “nprint” (version 1.2.1) tool to generate features
corresponding to each packet. We compare the features extracted
by Lumen for algorithms A01-A04 with the “nprint” tool, and the
features match exactly. Next, we directly feed these features into a
random forest model. We find that our implementation of A06 (Kit-
sune) matches exactly with the author’s provided implementation1.
For A10 (smartdet) the authors have provided a script2 to extract
features. We find that Lumen’s features match exactly, also in this
case.

Second, we compare the Lumen-calculated accuracy scores against
those reported, for some subset of the algorithms and datasets. We
find that Lumen is very close to the reported in many of the tested
cases, but not in all. We believe the variance is largely due to the
selection of hyperparameters. For algorithm A10 [24], which is
evaluated on dataset F1 (CICIDS 2017 DoS), authors report 99% pre-
cision; Lumen also achieves 99% precision for the same algorithm
and dataset. For A14 [13], which is evaluated on a combined dataset
of F4-F9 (CTU IoT dataset), authors report mean precision score
of 99.9%; Lumen also achieves mean precision scores of 99.6%. For
algorithm A07 [40] and datasets F0-F2 (CICIDS 2017), the authors
report 78.6% AUC score; while Lumen achieves 66% AUC score. For
algorithm A07 [40] and datasets F4-F9 the authors report AUC of
75% ; while Lumen achieves an AUC score of 49.2%.

5.3 Observing state-of-the-art

Q1: Which algorithm has the best performance across all
training and testing scenarios?

To answer this question, we first find the maximum precision/re-
call score that was achieved by any algorithm for each pair of
training-testing datasets. Next, for each training-testing pair, we

1https://github.com/ymirsky/Kitsune-pyg
2https://github.com/irini90/pcap_preprocessing

calculate the difference between the maximum precision/recall (i.e.,
by the best algorithm for the particular pair) and the precision/recall
score achieved by each algorithm.

We plot the precision and recall differences grouped by the algo-
rithm in Figure 7a. An optimal algorithm would have been a line
at “Y==0” as it would have achieved the best precision and recall
on all training-testing datasets. Algorithms A05 and A06 may seem
like good candidates for the best algorithm, but they can run only
on a small number of datasets due to their classification granu-
larity. We observe that there is no single best algorithm that can
achieve the highest precision or recall across the board. We see
that the algorithms A1-A4 are generally good for packet classifica-
tion as their precision difference from optimal algorithm is close
to zero. We see a massive variation in the accuracy of connection-
level-classification algorithms, partially due to more connection
classification datasets in our Framework.

Observation 1 There isn’t a single algorithm with the high-
est precision or highest recall score for all training/testing
scenarios (Figure 7).

Q2: How robust are proposed algorithms under different
datasets?

To answer this question, we run each algorithm under two cases.
In the first case, we split a single dataset to generate the training and
testing datasets. We repeat the process with multiple datasets. In the
second case, we use distinct datasets for training and testing. Again
we run for multiple pairs of datasets. In both cases, we faithfully
evaluate algorithms: we only run algorithms with datasets of the
same classification granularity to avoid affecting their precision.

Figure 8 illustrates the precision and recall score across algo-
rithms for the first case (i.e., test and train on single datasets) while
Figure 9 for the second case (i.e., test and train on the different
datasets). As expected, the precision and recall scores in the former
case are much higher overall. Yet, even in this case, we observe that
for 8 out of 16 algorithms, there is at least one dataset where the al-
gorithm precision score is lower than 20%. Clearly, those algorithms
do not generalize well.

Observation 2 When trained and tested on data from same
source: the precision of 8/16 algorithms and recall of 4/16
algorithms drops below “20”% for at least one data set. When
trained and tested on data from different sources: the preci-
sion and recall of 16 of the 16 algorithms drops below “20”%
for at least one data set.

Q3: Does the selection of the training dataset affect the pre-
cision of a given algorithm?

To answer this question, we plot the median precision and recall
achieved by all algorithms on a particular combination of a training
dataset (X-axis) on a test dataset (Y-axis) in Fig.10. Naturally, the
diagonal, corresponding to training and testing on data from the
same dataset, results in better median precision and recall. We also
observe that the precision and recall scores are asymmetric for

3Algorithm A05 can only run on a single dataset, so we cannot do the evaluations
with distinct training and testing datasets.

https://github.com/ymirsky/Kitsune-pyg
https://github.com/irini90/pcap_preprocessing
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(a) Precision Scores

(b) Recall Scores

Figure 7: We plot the absolute difference between the preci-
sion and recall of the best-performing algorithm on a given
combination of training and testing datasets and each al-
gorithm on the same combination. Lower values indicate
precision closer to the best algorithm. Since there is no sin-
gle algorithm with always zero difference, there is no algo-
rithm that is better than all others across training and test-
ing dataset pairs. We group algorithms by their classifica-
tion granularity (per-packet vs. per-flow).

a particular training-testing pair, indicating that certain datasets
are better for training than others (greener columns), and some
datasets are more challenging (more red rows). Finally, we also see
some particularly interesting datasets, such as dataset “F5” (Torii
attack from CTU). We observe that none of the training datasets
are able to generalize to dataset F5 (in terms of precision scores),
but a model trained on dataset F5 is able to generalize to others.

Observation 3 Strategically selecting the training dataset
leads to a more accurate anomaly detection model.

(a) The precision scores of some (8 out of 16) algorithms drop by more
than 20%, at least for one dataset, evenwhen they are trained and tested
on the same dataset. This denotes that the pseudo-code designs them-
selves don’t generalize for some algorithms on particular datasets.

(b) Recall scores of some (4 out of 16) algorithms drop by more than
20%, at least for one dataset, even when they are trained and tested on
the same dataset.

Figure 8:We plot each algorithm’s precision and recall score
when they are trained and tested on the same dataset.

Q4: Is there an optimal algorithm for each attack?
While we have observed precision differences among algorithms

and pairs of training and testing, we have, so far, little understanding
of the reason. One hypothesis is that certain models are especially
good for certain attacks. To test this hypothesis, we focus on the
per-attack precision of various algorithms. Figure 5 illustrates the
precision of each algorithm in identifying the packets of a particular
attack only. Thus, to calculate the value of a square corresponding
to an algorithm Y and an attack X, we use results from running
algorithm Y on the subset of datasets that contain the attack X.

We observe that certain attacks are more effectively identified
by a few algorithms. For example, DoS attacks are best identified by
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(a) Precision Scores

(b) Recall Scores

Figure 9: We plot each algorithm’s3 precision and recall
score when they are trained and tested on different datasets.
For all algorithms, the precision and recall score drops by
more than 80% when trained on one and tested on other
datasets.

A15 (smartdet [24]) because the algorithm selects features such as
rate of change of TCP flags, entropy of source ports, and standard
deviation of IP length, which are naturally expected to change
during a DoS attack. We also observe that 802.11 Wireless attacks
(Death, Eviltwin, etc.) from the AWID3 dataset are hard to detect
for any algorithm as the 802.11 packets do not contain IP headers,
and as such only A06 can run on it, and that too with very low
precision scores.

Observation 4 The precision of a given algorithm is highly
affected by the attack contained in the training/testing
datasets.

(a) Precision Scores

(b) Recall Scores

Figure 10: We plot median precision and recall across algo-
rithms per combination of training (X-axis) and testing (Y-
axis) datasets. Precision and recall scores are asymmetric for
a particular training-testing pair. For instance, training on
F5 and testing on F6 results in a 90% precision score, while
training on F6 and testing on F5 results in only a 19% preci-
sion score.

5.4 Improving state-of-the-art
Having a clearer understanding of the state-of-the-art algorithms,
we test the ability of our framework to guide improvements. To this
end, we experiment with two intuitive techniques. First, we aim
to improve the training of different models by merging datasets.
Second, we aim to improve the models themselves by combining
ideas from existing approaches. We illustrate our results in Fig.6.

First, we experiment with the idea of training algorithms on a
combination of all training datasets without increasing the size of
the training set. Thus, for each classification granularity, we gener-
ate a new dataset by concatenating 10% of data from each dataset.
We use the same approach to generate a testing dataset. Finally, we
compute the algorithm’s precision score on the common testing
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dataset. This intuitive approach already improves the precision
scores by 12-27%, as we observe in the first three rows of Fig.6

Second, we experiment with the idea of mixing features from
existing algorithms. Concretely, we do a greedy brute-force search
over the space of used features and ML models. We then evaluate
each of the candidate algorithms using our benchmarking suite. To
reduce the search space, we complement existing pipelines with
ML techniques that typically improve the performance of classi-
fiers, such as data normalization, removing correlated features, and
autoML. This simple brute-force search already reveals algorithms
with higher precision scores than those of the previous work. Con-
cretely, we are able to find an algorithm with a 4% better average
precision score than the proposed prior works.

Observation 5 Simple heuristics such as training on merged
datasets and combining algorithms, improve the precision
score of the algorithms by 4-27%.

6 DISCUSSION AND FUTUREWORK

Better new algorithm generation: A new algorithm can be au-
tomatically constructed by combining the operations that we have
implemented in our framework. Black-box optimization techniques
such as Bayesian optimization could be used to find a new algorithm
in a more systematic way.

Automatic hyper-parameter tuning with Lumen: Techniques
from grid-search or bayesian optimization could be used to automat-
ically find the best hyper-parameters for anMLmodel. Lumen could
be easily integrated with various automatic hyper-parameter tun-
ing frameworks such as Ray-tune [29], Optuna [10], HyperOpt [14],
etc.

Extending the framework to other ML tasks outside of IoT
anomaly detection: Although the focus of this paper is on anom-
aly detection algorithms for IoT devices, our proposed framework
is, in fact, more general. Our framework can be used to develop and
evaluate any ML algorithm on network data. For example, if we
were to extend our framework to do ML-based device classification,
we would only need to add a new dataset to our framework, and
the rest of the functions/modules would be used directly.

Understanding relevant features for each attack type: Lumen
can also be used to understand the relevant features for each attack
type or deployment.

7 CONCLUSION
In this paper, we design and implement a framework that allows for
rapid prototyping, efficient evaluation, and fair comparison among
multiple previously proposed algorithms for ML-based network-
layer IoT anomaly detection. Paired with a benchmarking suite, our
framework allows us to gain insights regarding the performance
and generality of various algorithms. Moreover, our framework
allows us to invent new training strategies and algorithms that
draw from previously suggested ones and can already improve
the precision in various testing scenarios. We have open-sourced
Lumen to help operators and also inspire further innovation.
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